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Abstract In this paper, a novel term frequency-inverse document frequency
(tf-idf) based method that utilizes deep Convolutional Neural Networks (CNN)
for Content Based Image Retrieval (CBIR) is proposed. That is, we treat the
learned filters of the convolutional layers of a CNN model as detectors of visual
words. Each of these filters has been trained to be activated in different visual
patterns. Thus, since the activations of each filter provide information about
the degree of presence of the visual pattern that the filter has learned during
the training procedure, we consider the activations of these filters as the tf part.
Subsequently, we propose three approaches of computing the idf part. Finally, we
propose a query expansion technique on top of the formulated descriptors. The
proposed approach interconnects the standard tf-idf method with the modern
CNN analysis for visual content, providing a very powerful image retrieval
technique with improved results as it is highlighted by extensive experiments in
four challenging image datasets.

Nikolaos Kondylidis
Department of Informatics
Aristotle University of Thessaloniki
Thessaloniki, Greece
E-mail: kondilidisnikos@gmail.com

Maria Tzelepi
Department of Informatics
Aristotle University of Thessaloniki
Thessaloniki, Greece
E-mail: mtzelepi@csd.auth.gr

Anastasios Tefas
Department of Informatics
Aristotle University of Thessaloniki
Thessaloniki, Greece
E-mail: tefas@aiia.csd.auth.gr



2 Nikolaos Kondylidis et al.

1 Introduction

Content Based Image Retrieval (CBIR) refers to the task of retrieving relevant
images to a query from a large image collection based on their visual content
[1,2]. The query can be an example image, an image region, multiple example
images, a visual sketch, or a multimodal query [3]. Query by example image is
the most common paradigm of CBIR, also known as Query by Example. Given
the feature representations of the images to be searched and the query image,
the output of the CBIR procedure includes a search in the feature space, in order
to retrieve a ranked set of images in terms of similarity (e.g. cosine similarity) to
the query representation. Query by image region, also known as Region Based
Image Retrieval (RBIR) is a promising variation of CBIR, which has received
much attention over the past years [4]. Instead of searching by global features
that describe the entire image, RBIR proposes the extraction of features from a
specific region of interest to perform the query. A key issue concerning CBIR
is to extract meaningful information from raw data in order to bridge the so-
called semantic-gap [5]. The semantic-gap refers to the difference between the
low level representations of images (i.e. pixels) and their higher level concepts
(e.g. persons, objects, actions, etc.). Among the most effective approaches in this
direction are those that use the Fisher Vector descriptors [6], Vector of Locally
Aggregated Descriptors (VLAD) representations [7,8] or combine bag-of-words
models [9] with local descriptors such as Scale-Invariant Feature Transform
(SIFT) [10].

Deep Convolutional Neural Networks (CNN), [11,12], are the most efficient
Deep Learning architectures [13] for image analysis and recognition. A common
CNN architecture comprises of a number of convolutional and subsampling
(pooling) layers with nonlinear neural activations, usually followed by fully
connected layers. That is, the input image is introduced to the neural network
as a three dimensional tensor with dimensions (i.e., width and height) equal
to the dimensions of the image and depth equal to the number of color chan-
nels (usually three in RGB images). Three dimensional filters are learned and
applied in each layer where convolution is performed and the output is passed
to the neurons of the next layer for nonlinear transformation using appropriate
activation functions. Usually, after multiple convolution and subsampling layers
the structure of the deep architecture changes to fully connected layers and sin-
gle dimensional signals. These activations of the fully connected layers, or the
convolutional ones followed by a pooling method, are commonly used as deep
descriptors for classification, clustering or retrieval. Note that different CNN
architectures can be deployed using combinations of the three main building
blocks (convolutional layers, subsampling, and fully connected layers).

Over the last few years, deep CNN have been established as one of the
most promising research directions in the computer vision area due to their
outstanding performance in a series of vision recognition tasks, such as image
classification [14], face recognition [15], digit recognition [16], pose estimation
[17], object and pedestrian detection [18,19]. It has also been demonstrated that
features extracted from the activations of a CNN trained in a fully supervised
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fashion on a large, fixed set object recognition task can be re-purposed to novel
generic recognition tasks, [20].

Motivated by these results, deep CNN have been introduced in the CBIR
research field. The primary approach of applying deep CNN in the retrieval
domain is to obtain the feature representations from a pretrained model by
feeding images in the input layer of the model and taking activation values
usually drawn from the last layers, while several recent works are directed at
utilizing the convolutional layers for the feature extraction.

Tf-idf is a widely used term-weighting technique in document-retrieval [21].
That is, the tf part measures the number of occurrences of a word in a doc-
ument, while the idf part measures how important a word is for the retrieval
task. The weighting is the product of the two terms. The tf-idf weights reflect
the importance of the words of a document in a corpus. Thus, a document is
represented by a n-dimensional vector of the weighted word frequencies using
a vocabulary of n words. Over the past years, tf-idf has also been proven to be
efficient in image and particular object retrieval, [22,23].

In this paper we propose a novel tf-idf based method utilizing the deep CNN
for CBIR. We treat the learned filters of the convolutional layers of a pretrained
CNN model as the detectors of the visual words. Each of these filters has been
trained to be activated in different visual patterns. Thus, since the activations
of each filter provide information about the degree of presence of the visual
pattern that the filter has learned during the training procedure, we consider
the activations of these filters as the tf part. We refer to the visual patterns as
convolutional words, and to the filters as convolutional word detectors. Subse-
quently, as second step towards the tf-idf scheme, we propose three approaches
of computing the idf part.

The main contributions of this work can be summarized as follows:
– We introduce the tf-idf weighting scheme into deep CNN for CBIR.

– We propose a novel image desctription method using as description vector
the weighted convolutional word frequencies.

– We propose a query expansion technique on top of the formulated descriptors

The remainder of the manuscript is structured as follows: The prior CNN-
based works in image retrieval are discussed in Section 2. The proposed method
is presented in Section 3. Section 4 presents the utilized CNN models. The
proposed visualization method is presented in Section 5. The proposed query
expansion approach using pseudo relevance feedback is provided in Section
6. The experimental results are provided in Section 7. Finally conclusions are
drawn in Section 8.

2 Prior Work

In this Section we survey previous CNN-based research works in image re-
trieval domain. First, several works have focused on the aggregation of the



4 Nikolaos Kondylidis et al.

convolutional features. For example, in [27], a feature aggregation pipeline is
presented using sum pooling, while in [26], CNN activations at multiple scale
levels are combined with the VLAD representation. An approach that produces
compact feature vectors derived from the convolutional layer activations that
encode several image regions is proposed in [28]. In [30] a pipeline that uses
the convolutional CNN-features and the bag-of-Words aggregation scheme is
proposed, while in [31] a multi-scale scheme for extracting local features that
take geometric invariance into account for the task of visual instance retrieval,
is proposed.
Subsequently, several works proposed model retraining methods for improving
the retrieval performance. Specifically, in [24] an image retrieval method, where
a CNN pretrained model is retrained on a different dataset with relevant image
statistics and classes to the dataset considered at the test time and achieves
improved performance, is proposed. A deep CNN is retrained with similarity
learning objective function, considering triplets of relevant and irrelevant in-
stances obtained from the fully connected layers of the pretrained model, in [25].
In [29], a three-stream Siamense network is proposed to optimize the weights
of the so-called R-MAC representation, proposed in [28], for the retrieval task,
using a triplet ranking loss. The public Landmarks dataset, that is also used in
[24], is utilized for the model training. In [32] a model retraining method which
exploits supervised learning, using the fully connected layers is proposed, while
in [33] a novel method capable of learning improved image representation to-
wards image retrieval, based on the available information proposes supervised,
fully unsupervised, and relevance feedback based model retraining.
From a different viewpoint, in [34] the authors propose to exploit complementary
strengths of CNN features of different layers outperforming the concatenation
of multiple layers, while in [35] the authors focus on diffusion, proposing a
regional diffusion mechanism, which handles one or more query vectors at the
same cost.
In [36] a new distance metric learning algorithm, namely weakly-supervised deep
metric learning, is proposed, for social image retrieval by exploiting knowledge
from community contributed images associated with user-provided tags. The
learned metric can well preserve the semantic structure in the textual space
and the visual structure in the original visual space simultaneously, which can
enable to learn a semantic-aware distance metric. Finally, in [37], a Robust
Structured Subspace Learning algorithm which integrates image understanding
and feature learning into a joint learning framework is proposed. The learned
subspace is adopted as an intermediate space to reduce the semantic gap be-
tween the low-level visual features and the high-level semantics. The method is
evaluated in different image understanding tasks, including image search.
Consequently, the proposed method innovatively introduce the well established
tf-idf scheme of text-domain into image retrieval, proposing as feature repre-
sentation the description vector of the weighted convolutional word frequencies
against the direct extraction of the feature representations. That is, the proposed
work can be mainly related with previous description based works such as [34],
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however we should emphasize that the proposed method can also be combined
with various CNN-based works, as the aforementioned ones.

3 Proposed Method

3.1 The tf-idf weighting scheme

In this paper we propose a tf-idf based weighting technique utilizing the deep
CNN for CBIR. Firstly, the tf-idf weighting scheme for document retrieval is
described as follows: Considering a vocabulary of n terms, the tf-idf is a n-
dimensional vector that is calculated as the element-wise product of the tf and
idf vectors. That is, a document is represented by a n-dimensional vector, xd,
where each of its n dimensions is given by:

[xd]t = Ft f (t, d) × Fid f (d, t,D), (1)

where d is the index of a document, t is the index of a certain term of the
vocabulary of n terms, D is the corpus, Ft f (t, d) is the function which computes
the frequency of term t in the document d, and Fid f (d, t,D) is the function which
computes the inverse document frequency.

The term frequency (tf) part produces a n-dimensional vector where each di-
mension is given by the frequency of occurrence of each term t in the document
d, that is how many times the term t appears in the document d. The inverse
document frequency (idf) part provides information about the importance of
each term, in the sense that terms that appear in many different documents
are less informative, and hence of less importance, as compared to those that
appear rarely. Thus, the idf part produces a n-dimensional vector, r, where each
dimension is given by:

[r]t = log
| D |

| d ∈ D : Ft f (t, d) , 0 |
, (2)

where | · | is the cardinality of a set.

3.2 Preliminary Concepts

A common deep CNN comprises of a number of convolutional and subsampling
(pooling) layers with non-linear neuron activations, usually followed by fully
connected layers. The convolutional layer parameters are the parameters of the
corresponding filters or kernels. These filters have certain width and height and
extend through the full depth of the input volume. For example, a filter of the
first convolutional layer of the utilized CNN model has size 3 × 3 × 3 i.e. width
and height 3, and depth 3, since the input images have depth 3, which is the
number of the color channels.
Every neuron in a convolutional layer is connected to a local region in the
input volume, (as opposed to the regular neural networks where the neuron
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is connected to all the neurons in the previous layer) that is the so-called
receptive field of the neuron. We denote as depth slice each 2-dimensional slice
of depth, in each convolutional layer, for example the first convolutional volume
of the utilized model with size 224 × 224 × 64 has 64 depth slices, each of size
224 × 224. The neuron, constitutes the fundamental computational unit of the
neural networks, which receives an input and performs a dot product with its
weights. All the neurons in each depth slice share the same weights (e.g. in the
first convolutional layer of the used model there are 64 unique sets of weights
or filters), and hence we can also refer to the neurons of a single depth slice as
a convolutional neuron, which corresponds to a unique filter.
Each convolutional layer computes the output of the neurons, which is a dot
product between its weights (filter) and its receptive field. In a forward pass,
the aforementioned output for a single filter is a 2-dimensional activation map,
consisting of the activations of the filter at every spatial position when we
slide the filter with stride equal to one. Note that bigger stride produces smaller
activation map spatially. The activations of all the filters of a convolutional layer
produce a volume of k 2-dimensional activation maps, where k is the number
of the filters.

3.3 Tf-idf in deep CNNs

The filters of the convolutional layers of a pretrained CNN model have been
trained to recognize specific visual features in the input image, and hence in
our approach we consider these features as the convolutional words, and the
learned filters as the convolutional word detectors. For an input image each
filter is activated when it sees a certain visual feature, e.g. edges, blobs, shapes,
etc., in the first layers or a visual concept, e.g, face, car, etc., in the last layers,
and thus the activations of the filters reveal the degree of presence of the
convolutional word that learned during the training procedure. To translate this
to the tf-idf technique, the activations of each filter correspond to the tf part.
Since the activations of each filter output a 2-dimensional activation map of the
responses of the filter at every position of the input image, we take the maximum
activation value [28], in order to assign a unique activation value to every filter,
considering that the degree of presence of the specific visual pattern is equal to
the maximum degree of presence. This leads to loss of the spatial information
that capture the convolutional layers. Thus, the vocabulary size is equal to
the number of the learned filters (or the convolutional neurons) of the utilized
convolutional layer or the number of the neurons if we obtain the responses of
the fully connected layers. Additionally, in [38] it has been shown that the CNN
features have a hierarchical nature. Thus, drawing analogy to the document
domain, based on the utilized layer each descriptor provides a description of
frequencies of words, on the first layers (i.e., simple visual patterns such as
corners, lines, etc.), pairs of words on the following layers (i.e., simple objects
like faces, cars, etc.), and so on, leading to more complex descriptions on the
fully connected layers (e.g., landscapes, buildings).
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Since the range of the activation value of a neuron varies through the net-
work layers, we apply a normalization step in order to ensure that the activation
value of each neuron of the network lies in the range of [0, 1]. That is, for each
image of the dataset, we divide each activation value of the neurons of a certain
layer by the maximum activation value of the neurons of this layer over the
entire dataset. In the following, we refer to the resulting normalized activation
value as normalized activation of a neuron.

3.4 Idf Computation

An issue arising on materializing the idf part is that the utilized normalized
activations take values between 0 and 1, while in the standard tf-idf technique
in text domain a word either exists or not. Thus, we need to investigate when
a neuron is considered as activated or not. To this aim, we suggest three ap-
proaches. The first approach defines a threshold T with value between 0 and 1.
If the activations are over this threshold value, the neurons are considered as
activated. That is:

xi
n =

1, if ai
n > T

0, otherwise
(3)

where ai
n is the normalized activation of the neuron n, for an image i.

The second approach defines a percentage threshold value for the entire
network activation and in each layer we consider as activated the neurons with
the maximum activations in a cumulative way until we reach the predefined
activation percentage threshold. That is,

xi
n =

1, if ai
n in top K% of activations

0, otherwise
(4)

where ai
n is the normalized activation of the neuron n, for an image i. For

instance, if we define the percentage value to 10% and the utilized layer consists
of 100 neurons, we consider as activated the ten neurons with the highest
activation values.

3.4.1 Statistical idf

Finally, the third approach estimates the importance weight of each neuron
based on the standard deviation of the normalized activation values of the
specific neuron to the entire dataset. More specifically, the weight wn of each
neuron n is computed as follows:

wn =

√∑
i

(ai
n − µn)2, (5)
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where µn =
∑

i ai
n is the mean value of the activations of the neuron n in the

entire dataset I, and ai
n is the normalized activation of the neuron n, for an

image i ∈ I. Thus, the weighted description is given by the following equation:

xi
n = wn × ai

n (6)

The proposed weighting scheme tries to use the statistical behaviour of the
neurons in order to estimate its importance. That is, a neuron that is consistenly
activated with similar values throughout the entire dataset, and thus it has a
very small standard deviation in the activation value, has limited importance
in the retrieval task. The standard deviation of the activation resamples the
idf value of the neuron. On the contrary, a neuron that has a large standard
deviation is more informative since it has different behaviour across the dataset
and thus it can be used for discriminating the images. As previously, the tf term
is estimated by the normalized activation of the specific neuron n to the specific
image i.

3.5 Pyramid-based Approach

In order to partially preserve spatial information from the activations of the
convolutional layers we propose the following approach. We divide the acti-
vation map into S sections. Then we treat each of the resulting sections as a
separate image. That is, we apply the proposed tf-idf approach to each of them.
Thus, instead of considering the maximum activation value over the whole im-
age, we consider the maximum activation value over each section. This value
informs us about the presence of the convolutional words on the corresponding
section of the input image.
Regarding the idf part, which provides information about the importance of the
certain convolutional word, we maintain the same weights calculated for the
whole image. That is, we extract more than one value for a convolutional neu-
ron for an input image in order to partially preserve the position of the detected
convolutional word. Hence, we produce S times bigger description for the whole
image. This allows us to decide not only whether two images contain the same
convolutional words, but also if these words are approximately in the same
position on the image. It is clear that the more sections lead to more detailed
detections on the image, however this also renders the comparison between two
images more difficult.
The above procedure is illustrated in Fig. 1 for five sections. More specifically,
the initial image is divided into five sections (four non overlapping sections
whose width and height are equal to the half-width and half-height of the full
image, respectively, while the fifth section positioned in the center of the image
is of equal dimensions, and has 25% overlap with each of the other four sec-
tions), and correspondingly the activation map for a certain neuron is divided
into the same sections. Then, the maximum activation values for each of the
five sections is derived, and the tf-idf scheme is applied. The final representation
is derived by concatenating the five representations.
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(a) Five sections in an input image (b) Five sections in the activation map

Fig. 1: Division of the activation maps into sections

4 CNN Model

In this work, we first utilize a commonly used CNN model, that is the VGG-16,
to apply the proposed tf-idf scheme, and subsequently we utilize our recently
published fully convolutional model, optimized towards image retrieval in a
fully unsupervised fashion. The two models are described below.

4.1 VGG-16

Fig. 2: Overview of the VGG-16 Architecture.

We first utilize the VGG 16-layer model [39], trained on the ImageNet Large
Scale Visual Recognition Challenge (ILSVRC) 2014 to classify 1,000 ImageNet
classes, since it is a commonly used baseline model. The model consists of six-
teen trained neural layers; the first thirteen are convolutional and the remaining
three are fully connected. Max-pooling layers follow the second, forth, sev-
enth, tenth, and thirteenth convolutional layers, while the ReLU non-linearity
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( f (x) = max(0, x)) is applied to every convolutional and fully connected layer,
except the last fully connected layer. The output of the last fully connected layer
is a distribution over 1000 ImageNet classes. The softmax loss is used during
the training. We use the VGG 16 layer model to directly extract the representa-
tions from certain layers in order to apply the proposed tf-idf approach.
It has been shown in [38] that the CNN features have a hierarchical nature.
That is, convolutional neurons at the first levels are meant to detect low level
local concepts like edges and corners. The next levels are able to detect more
complicated patterns like basic shapes, which are based on the detections of
previous convolutional levels, which can be considered as combination of con-
volutional words; the mid level local concepts. The last convolutional layers
are able to detect even more complicated patterns, close to ones that humans
detect, like hands, faces or even cars; the high level local concepts. Finally, the
activations of neurons of the fully connected layers are based on the detection
of combinations of patterns and the reason they activate cannot be pointed di-
rectly on some pattern on the input image. Neurons of fully connected layers
produce only one output for the whole image, and they are able to detect high
level global concepts. In Fig.2, we illustrate an overview of the VGG-16 model,
providing information about the number and the size of the filters of each layer,
which also depicts the aforementioned observations on the level of detail of the
detected patterns.

4.2 Fully Unsupervised Model

The Fully Unsupervised (FU) [33] model, is a recent state-of-the-art fully con-
volutional model, which is retrained on the modified CaffeNet model1, in order
to produce more efficient and compact image representations for the retrieval
task. More specifically, in the Fully Unsupervised (FU) approach, the goal is to
amplify the primary retrieval presumption that the relevant image representa-
tions are closer to the certain query representation in the feature space. The
rationale behind this approach is rooted to the cluster hypothesis which states
that documents in the same cluster are likely to satisfy the same information
need [40]. That is, the pretrained CNN model is retrained on the given dataset,
aiming at maximizing the cosine similarity between each image representation
and its n nearest representations, in terms of cosine distance.

The set of N images to be searched is denoted by I = {Ii, i = 1, . . . ,N}, their
corresponding feature representations emerged in the L layer by X = {xi, i =
1, . . . ,N} , and by µi the mean vector of the n ∈ {1, . . . ,N − 1} nearest represen-
tations to xi , denoted as Xi = {xi

l, l = 1, . . . ,N − 1}. That is,

µi =
1
n

n∑
l=1

xi
l (7)

The optimization problem to be solved is:
1 https://github.com/BVLC/caffe/tree/master/models/bvlc_reference_caffenet

https://github.com/BVLC/caffe/tree/master/models/bvlc_reference_caffenet
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max
xi∈X
J = max

xi∈X

N∑
i=1

xᵀi µ
i

‖xi‖ ‖µi‖
(8)

The above optimization problem is solved using gradient descent. The first-
order gradient of the objective function J is given by:

∂J

∂xi
=

∂

∂xi

 N∑
i=1

xᵀi µ
i

‖xi‖ ‖µi‖

 = µi

‖xi‖ ‖µi‖
−

xᵀi µ
i

‖xi‖
3 ‖µi‖

xi (9)

The update rule for the v-th iteration for each image can be formulated as:

x(v+1)
i = x(v)

i + η

 µi

‖x(v)
i ‖ ‖µ

i‖
−

x(v)ᵀ
i µ

i

‖x(v)
i ‖

3 ‖µi‖
x(v)

i

 , xi ∈ X (10)

A normalization step has been introduced as:

x(v+1)
i = x(v)

i + η‖x
(v)
i ‖ ‖µ

i‖

 µi

‖x(v)
i ‖ ‖µ

i‖
−

x(v)ᵀ
i µ

i

‖x(v)
i ‖

3 ‖µi‖
x(v)

i

 , xi ∈ X (11)

Hence, using the above representations as targets in the layer of interest,
a regression task is formulated for the neural network, which is initialized
on the CaffeNet’s weights and is trained on the utilized dataset, using back-
propagation. The Euclidean loss is used during training for the regression task.
Thus, the procedure is integrated by feeding the entire dataset into the input
layer of the retrained adapted model and obtaining the new representations.

5 Visualization

In this work we aim to study the usefulness of the hidden convolutional layers
of a CNN for the image retrieval task. More specifically, we study the usefulness
of the patterns that are detected by the aforementioned layers. Towards this aim,
we also propose a novel visualization method, which reveals in which parts of
the input image, a convolutional filter was activated, and thus, what patterns
has been trained to recognize. The technique of filter visualization is described
below. Every convolutional neuron takes as input many regions of the input
image and outputs an activation value for each of them, forming the activation
map. The values of the activation maps are normalized as mentioned above in
order to belong to the interval [0, 1]. We multiply the RGB values of all pixels
of one region with the produced activation value. This produces a new image
where every region that did not activate the neuron is shaded. We use bicubic
interpolation to resize the activation map so that the visual result appears more
uniform.
Since the presentation of the visualization results through all the network layers,
for various neurons is impractical, in Figs. 3-9, we will present specific indicative
image examples illustrating the image regions that activate specific neurons of
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(a) Input Image
(b) Level 11 (c) Level 12

Fig. 3: Example of tracing cars

(a) Level 9 (b) Level 10 (c) Level 11 (d) Level 13

Fig. 4: Example of tracing human parts for the input image of Fig. 3

(a) Input Image (b) Level 12 (c) Level 13

Fig. 5: Example of tracing windows

specific layers. It is evident that the convolutional filter responses can be, indeed,
considered as visual words since they are usually activated in semantically
similar regions like humans, human parts, cars, domes, buildings, etc. Thus, the
proposed method claim that we can consider images as documents of visual
words and work with tf-idf strategies for retrieval is also supported by the
visualization of the filter activations as given in Figs.3-9. The VGG-16 model is
utilized in the visualization experiments.

6 Query Expansion using Pseudo Relevance Feedback

Query Expansion is a standard, in most cases of negligible cost, technique for
accomplishing better retrieval results [41]. Concisely, the idea is to re-formulate
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(a) Level 9 (b) Level 10 (c) Level 11 (d) Level 12 (e) Level 13

Fig. 6: Example of tracing human parts for the input image of Fig. 5

(a) Level 8 (b) Level 9 (c) Level 10 (d) Level 11

(e) Level 12 (f) Level 13

Fig. 7: Example of tracing arch like patterns for the input image of Fig. 5

(a) Level 9 (b) Level 10 (c) Level 11 (d) Level 12 (e) Level 13

Fig. 8: Example of tracing domes for the input image of Fig. 5

(a) Input Image
(b) Level 7 (legs) (c) Level 9 (bodies) (d) Level 9 (heads)

Fig. 9: Example of tracing Human parts



14 Nikolaos Kondylidis et al.

the initial query, utilizing information deriving from the evaluation of the ini-
tial query. The majority of CBIR methods include a query expansion step that
boosts the retrieval performance. On the top of the proposed descriptors we also
introduce a simple query expansion method using Pseudo Relevance Feedback.
That is, we propose to re-issue the the top n ranked results from the initial query
as a new query, in order to enhance the original query representation with ad-
ditional relevant representations, following either the average query expansion
scheme or the max one.

The average scheme can be described as follows:
Let Q be a certain query image, and q the corresponding CNN representa-

tion using the proposed method. We consider the top k retrieved images and
their corresponding CNN representations x j, j = 1, . . . , k. Then, the new query
representation qnew is as follows:

qnew =
1

k + 1
(q +

k∑
j=1

xj). (12)

The max scheme considers as the new query representation the max values
of the top k retrieved images in each dimension.

Furthermore, in the case of region based image retrieval, where we perform
queries with a specified region of interest, we suggest a spatial verification step
as follows: We consider a shortlist of N top initially retrieved images for each
query. Each of these images is cropped into l overlapping regions. Subsequently,
we extract the CNN features and apply the proposed tf-idf weighting on the
dataset consisting of the cropped images and the initial full images, and we
perform the query again. Then, we rerank the shortlist of the initially retrieved
images based on the similarity of the images of the formed dataset to the query,
and we expand the initial query representation as described above with respect
to the reranked list.

7 Experimental Results

7.1 Evaluation Metrics

Throughout this work we use mean Average Precision (mAP), and top-N score
in order to evaluate the performance of the proposed method. The definitions of
the above metrics follow below:

Mean average precision is the mean value of the Average Precision (AP) of
all the queries. The definition of AP for the i-th query is formulated as follows:

APi =
1

Qi

N∑
n=1

Rn
i

n
ti
n, (13)

where Qi is the total number of relevant images for the i-th query, N is the
total number of images of the search set, Rn

i is the number of relevant retrieved
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images within the n top results; ti
n is an indicator function with ti

n = 1 if the
n-th retrieved image is relevant to the i-the query, and ti

n = 0 otherwise.
Top-N score refers to the average number of same-object images, within the

top-N ranked images.

7.2 Datasets

Inria Holidays [42]: consists of 991 images divided into 500 classes, and 500
discrete queries. Each class in the search set consists of between 1 and 12 images.
Some images of the dataset are not in a natural orientation. We note that we
have not proceeded to any preprocessing step of these images, as in other CNN-
based works, e.g. [24,27] . We measure the retrieval performance in terms of
mAP.

Oxford 5k [43]: consists of 5062 images collected from Flickr by searching
for particular Oxford landmarks. The collection has been manually annotated
to generate a comprehensive ground truth for 11 different landmarks, each rep-
resented by 5 possible queries. Images are assigned one of four possible queries:
Good, Ok, Junk and Absent. Good and ok images are considered as positive
examples, absent as negative examples while junk images as null examples. Fol-
lowing the standard evaluation protocol we measure the retrieval performance in
mAP. We use both the full queries and cropped queries versions of the dataset.

Paris 6k [44]: similar to Oxford Buildings dataset, consists of 6392 im-
ages (20 of the 6412 provided images are corrupted) collected from Flickr by
searching for particular Paris landmarks and provides 55 queries. The retrieval
performance is also measured in terms of mAP, using both the full queries and
cropped queries versions of the dataset.

UKBench [45]: contains 10200 images of objects divided into 2550 classes.
Each class consists of 4 images. All 10200 images are used as queries. The
performance is reported as Top-4 Score, which is a number between 0 and 4.

7.3 Experimental Setup

In our experiments, we first apply the proposed tf-idf approach in the VGG
model, on certain layers and we also experiment with combinations of different
layers, in order to show that the proposed scheme can improve the baseline re-
sults of directly extracted feature representations using a commonly used CNN
pretrained model. More specifically, we perform experiments with all the convo-
lutional, with all the fully connected layers (except for the last fully connected
which is a distribution over the ImageNet 1000 classes, and is usually used in
hashing techniques), and with the last convolutional and the fully connected
independently. Experiments also conducted with the combination of the last
convolutional layer and the fully connected ones, as well as with the combina-
tion of all the convolutional and all the fully connected. Additionally, in order
to partially preserve spatial information from the convolutional layers, in the
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Feature Representation Oxford 5k Cropped Oxford 5k Full Paris 6k Cropped Paris 6k Full
VGG Baseline 0.411 0.475 0.358 0.676
TF-IDF(VGG) 0.473 0.543 0.699 0.705

TF-IDF(VGG) & QE 0.52 0.563 0.757 0.746

Table 1: mAP of our method in the Oxford 5k and Paris 6k datasets (VGG-16)

Feature Representation Inria Holidays UKBench
VGG Baseline 0.772 3.184
TF-IDF(VGG) 0.8 3.668

TF-IDF(VGG) & QE - 3.779

Table 2: mAP and Top-4 Score of our method in the Inria Holidays and UK-
Bench datasets (VGG-16)

Feature Representation Oxford 5k Oxford 105k Paris 6k Paris 106k UKBench
FU Baseline 0.5509 0.5302 0.8107 0.7468 3.8094
TF-IDF(FU) 0.5742 0.5476 0.8292 0.7481 3.8421

Table 3: mAP and Top-4 Score of our method (FU retrained model)

VGG case, we apply the aforementioned method of division into five sections
in the last convolutional layer.

Subsequently, we apply the proposed tf-idf based representation scheme on
the FU retrained model, in order to show that the proposed method is applicable
to different network architectures, and also can be combined with other state-of-
the-art CNN-based works, improving their performance even more. In this case,
we perform experiments utilizing the last two optimized convolutional layers,
where the max pooling operator outputs 384-dimensional, and 256-dimensional
feature representations respectively. All results are obtained using the cosine
distance. In the following we abbreviate the proposed tf-idf scheme utilizing the
VGG model as TF-IDF(VGG), and correspondingly TF-IDF(FU) the proposed
tf-idf scheme on the FU optimized model. We also abbreviate as QE the proposed
query expansion method.

7.4 Experimental Results

Idf Approach UKBench Oxford 5k Oxford 105k Paris 6k Paris 106k
No idf 3.8094 0.5509 0.5302 0.8107 0.7468

Threshold Value 3.8336 0.5658 0.5476 0.8270 0.7461
Percentage Threshold 3.8294 0.5742 0.5475 0.8292 0.7481

Statistical idf 3.8421 0.5636 0.5415 0.8287 0.73

Table 4: mAP and Top-4 Score for different idf computation approaches (FU
retrained model)
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In order to validate the performance of the proposed method we present
the experiments conducted in the four datasets. Table 1 and Table 2 illustrate
the experimental results utilizing the VGG-16 model, for the Oxford 5k and the
Paris 6k datasets, and for the Inria Holidays and the UKBench, respectively.
We compare the proposed method against the baseline VGG utilizing the same
layers, and extracting directly the feature representations from them, using the
common max-pooling operation in the case of the convolutional layers [28].
As we can observe the proposed method can achieve notably improved results
against the baseline, in all the used datasets, validating our claim that the tf-
idf weighting method can successfully applied in the deep CNNs enhancing the
information captured from the CNN layers. Furthermore we can observe that the
query expansion gives another boost in the performance. We should also note
that the query expansion cannot be applied to the Inria Holidays dataset, since
in many cases there is only one relevant to the query sample in the dataset.

Subsequently, in Table 3, we provide the experimental results for the UK-
Bench, Paris 6k, and Oxford 5k datasets, for the tf-idf scheme on the FU re-
trained model. For the Oxford and Paris datasets, we also provide the evaluation
results utilizing the 100k distractors (the two augmented datasets are abbreviated
as Oxford 105k and Paris106k, respectively). Note that the published paper pro-
vides the retrained models only for the UKBench and Paris 6k datasets, however
we also trained a CNN model on the Oxford 5k dataset, utilizing the FU method.
We compare the proposed scheme utilizing the last two optimized convolutional
layers, against the direct concatenation of their feature representations, using
the max-pooling operation, as proposed in the original work, [33]. As we can
see, the proposed tf-idf based description technique utilizing the two optimized
convolutional layers, is superior over the description derived directly from these
layers. Consequently, the proposed method can be successfully combined with
other state-of-the-art works yielding improved performance.

We should note that combining FU with QE, as well as with other pro-
posed variants (e.g., pyramid-based approach) is beyond the scope of the current
manuscript. Thus, we have indicatively combined only VGG with QE as a proof
of concept example in order to show that the proposed tf-idf approach can be
easily combined with other methodological improvements (like the QE) that have
been proposed as elements of an image retrieval system pipeline.

Regarding the utilizing approach for computing the idf term, different ap-
proaches have been proven the best through the datasets. For example, in the
Inria Holidays, on the VGG model, the statistical idf was utilized, in the UK-
Bench dataset on the VGG model, the second approach of the percentage thresh-
old value, while in the Paris 6k dataset, utilizing the FU retrained model, the
second approach of the percentage threshold value also used. In Table 4 we
present the Top-4 Score and mAP for the different idf computation approaches
in the UKBench, Oxford and Paris datasets, utilizing the FU retrained model.
It can be observed that the proposed tf-idf schemes outperform the baseline
without tf-idf in all the utilized datasets.

Table 5 provides a comparison of the proposed tf-idf scheme on the FU
optimized model, against other CNN-based as well as hand-crafted techniques
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for CBIR. Since the proposed method does not utilize supervised learning, we
only compare it with unsupervised methods. We also note that we provide the
results of the comparisons against other methods regardless the dimension of
the utilized features of each one, however, whenever it is possible we compare
with the ones with the closest feature dimension.
For fair comparisons we do not include region-based methods, like R-MAC
[28] or Regional Diffusion [35], since the proposed compared approach on the
FU model, does not exploit spatial information. Furthermore, we should note
that we have included a method for partially preserving spatial information for
completeness purposes. That is, the proposed representation method is combined
with a pyramid based approach, however there are more sophisticated works in
this direction (e.g. [28]), and it is out of the principal scope of the proposed work
to explore such incremental combinations. Therefore, even the proposed pyra-
mid based approach (that has been indicatively applied only in the VGG case)
is not comparable with the aforementioned methods, since it aims at partially
preserving spatial information (i.e. the low resolution input image is divided
into five sections). On the contrary, the R-MAC representation, for example,
using images of high resolution can utilize even 30 regions at different scales
for each image, while in the [35] each image has on average 21 regions.
As we can see the proposed image description method which uses the weighted
convolutional word frequencies can achieve state-of-the-art performance utiliz-
ing the FU retrained model, against other unsupervised approaches.
We finally highlight that the proposed representation can be combined with su-
pervised approaches too, in the same way combined with the FU approach. For
example, if we apply the proposed tf-idf method on our supervised retrained
model [33], we can achieve top-4 score 3.9740 (against 3.96 of the direct fea-
ture extraction) in the UKBench dataset which, to the best of our knowledge,
is superior over state-of-the-art supervised methods. Furthermore, in the Paris
dataset we can achieve mAP 0.9757 (against 0.9730 of the direct feature extrac-
tion), that is also superior over other supervised methods. However, such an
investigation is beyond the scope of the manuscript, and constitutes one of the
directions of our future work. That is, in this work, we propose a novel image
description method, based on the tf-idf scheme, against directly extracting the
feature representations of a CNN model. Methods marked with * use only the
cropped queries versions.

Method Dim Oxford 5k Oxford 105k Paris 6k Paris 106k UKBench
CVLAD* [46] 64k 0.514 - - - 3.62
VLAD* [7] 128 0.448 - - - -

T-embedding* [47] 512 0.528 0.461 - - -
Fine-residual VLAD [8] 256 - - - - 3.43

BOW* [48] 200k 0.364 - 0.46 - 2.81
SPoC [27] 256 0.589 0.578 - - 3.65

Multi-layer [34] 4k 0.567 - - - 3.243
MAC* [28] 256 0.522 - - - -

Small Memory Footprint Regimes [31] 256 0.533 0.489 0.67 - 3.368
TF-IDF(FU) 640 0.5742 0.5476 0.8292 0.7481 3.8425

Table 5: Comparison against other unsupervised methods
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8 Conclusions

In this paper we proposed a novel method that introduces the well-established
tf-idf weighting scheme of the text domain, into deep CNN for CBIR. That is,
we proposed a novel image description method using as description vector the
weighted convolutional word frequencies. Thus, we proposed to treat the learned
filters of the convolutional layers of a pretrained CNN model as the detectors
of the visual words. Each of these filters has been trained to be activated in
different visual patterns. Hence, since the activations of each filter provide in-
formation about the degree of presence of the visual pattern that the filter has
learned during the training procedure, we consider the activations of these fil-
ters as the tf part. Subsequently, as second step towards the tf-idf scheme, we
proposed three approaches of computing the idf part. Thus, exploiting this ren-
dering we can benefit from tf-idf scheme, and enhance the CNN representations.
We also proposed a query expansion technique using pseudo relevance feedback
on top of the formulated descriptors. Experimental results on four challenging
image retrieval datasets demonstrated the improved performance of the proposed
approach. It should also be noted that the proposed approach can be easily com-
bined with more sophisticated approaches that have been recently proposed to
give a new perspective on treating convolutional image retrieval. To this aim,
we also conducted experiments utilized our fully unsupervised model towards
image retrieval enhancing even more the retrieval performance, leading also to
state-of-the-art results against other unsupervised approaches. Future work in-
cludes further investigation on the idf computation, as well as the combination
of the proposed method with other ones which include learning.
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